Developing Full-Form Lexicons for Arabic and Its Dialects: The Case of
ArabLEX as a Framework for Dialectal Lexicon Compilation

Jack Halpern
CJK Dictionary Institute, Inc.
34-14, 2-chome, Tohoku,
Niiza-shi Saitama 352-0001, Japan
jack@cjki.org

Abstract

Natural Language Processing (NLP) applica-
tions require morphological data with precise
grammatical attributes, while speech technol-
ogy requires abundant phonemic and phonetic
data. This presents a challenge for Arabic due to
its abundant morphological, orthographic, and
phonemic variation in both MSA and its various
dialects. Existing systems encounter challenges
in processing incomplete and unstructured data
from web sources, leading to suboptimal per-
formance in morphological analysis and speech
technology. ArabLEX, a comprehensive full-
form lexicon for MSA, addresses these issues
by providing a foundation for enhancing NLP
precision. It comprises over 530 million entries
with fully inflected, conjugated, declined, and
cliticized forms accompanied by detailed mor-
phological attributes as well as precise phono-
logical transcriptions and orthographic variants.
This combines an exhaustive listing of forms
with detailed descriptions that can significantly
aid in mitigating the inherent ambiguity of Ara-
bic. DiaLEX, a companion of ArabLEX, cov-
ers dialects such as Egyptian, Emirati, and Hi-
jazi and shares much of the same attributes.
Since both resources use largely the same com-
pilation methodology, they serve as a method-
ological framework for creating comprehensive
Arabic lexical resources and full-form lexicons
for dialects.

1 Introduction

1.1 What is a Full-Form Lexicon

Traditionally, the headwords of dictionaries have
been canonical forms (lemmata). A rare dictionary
format is the full-form lexicon. It explicitly includes
all word forms of a language, i.e., fully inflected,
conjugated, declined, or cliticized (“inflected” for
short) members of a lexeme class, rather than just
the lemma. For example, the English lexemes eat
and boy have the members eat, eats, eating, eaten,
ate and boy, boys, boy’s, boys’ respectively. For
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highly inflected languages, the abundance of combi-
natorics (stem, affixes, clitics) can result in full-form
lexicons with hundreds of millions of entries.

1.2 The Case of Arabic

Arabic! is based on roots and patterns (templatic
morphology) (Ryding, 2005), so we are not just
dealing with stems and affixes as in many western
languages but with tri- or quadriliteral consonan-
tal roots with infixes, prefixes, suffixes and circum-
fixes. This morphological generative principle is
omnipresent and even applies to loanwords (Gadelli,
2015), it can thus be considered to be an innate
property of Arabic. Therefore, a full-form lexicon
should cover all Arabic root + pattern + clitic com-
binations (so that all grammatical word forms are
available to the user), which is necessary for both
speech recognition and written text.

1.3 Previous Work

Several Arabic modeling tools have been developed
for morphological analysis, tokenization, genera-
tion of inflected and conjugated forms, POS tagging,
and disambiguation. We refer to such tasks as anal-
ysis and generation, and to such tools as morpholog-
ical engines. Popular tools include AlKhalil (Boud-
chiche etal.,2017), MADA (Habash, Rambow, and
Roth, 2009), BAMA (Buckwalter, 2002), PATB
(Penn Arabic Treebank) (Maamouri et al., 2004),
FARASA (Abdelali ef al., 2016), MADAMIRA
(Pasha et al., 2014), and Elixir_FM (SmrZz, 2007).
A more recent, highly ambitious tool is CALIMA
Star (Taji et al., 2018). Despite the high perfor-
mance of these tools (Taji et al., 2018), they have
shortcomings, such as inconsistency, ignoring lexi-
cal rationality, and lacking phonological attributes.
The processing performed by morphological en-
gines is supported by lexical databases, such as ta-

! Arabic refers to MSA, the official language of 380M peo-
ple, but (practically) no one’s mother tongue (Haugen, 1972;
Mejdell, 2014) and its dialects.



bles for stems, clitics, and affixes (Sawalha, 2011).
Still, the goal of these tools is to perform compu-
tational tasks such as tokenization and disambigua-
tion rather than serving as comprehensive lexicons
for enumerating all possible word forms. A notable
outlier worth mentioning is the Arabic full-form lex-
icon and Finite State Transducer (FST) project by
Soudi and Eisele (2004), which offers a targeted so-
lution focusing on Arabic morphology. However,
ArabLEX distinguishes itself with far greater scale
and versatility, supporting broader NLP and speech
applications.

1.4 Introducing ArabLEX

Unlike morphological engines, ArabLEX is a stand-
alone lexical database. It can be integrated with
such engines. Its goal is to act as a comprehen-
sive database to support morphological engines and
NLP tools.

ArabLEX is a full-form lexicon aiming to be as
comprehensive as possible. In the first phase (May
2024) ArabLEX contains about 530 million MSA
entries for content words (nouns, adjectives, and
verbs) in the domains of general vocabulary and (for
the first time) fully inflected and cliticized proper
nouns for both Arab and non-Arab personal names
and place names. It provides exhaustive coverage
of all inflected, declined, conjugated and cliticized
forms of these words and includes a rich set of gram-
matical, morphological, phonological, and ortho-
graphic attributes. This makes it suitable for NLP
applications such as machine translation, named en-
tity recognition, corpus annotation, and morpholog-
ical analysis and generation. Special emphasis is
placed on speech technology by providing such at-
tributes as accurate phonemic transcriptions as well
as full diacritization. It is available through ELRA.

In the following we will present ArabLEX’s main
features. The phonemic transcriptions in this pa-
per are italicized and given in the CARS system
(Halpern, 2009a). Transliterations are given in
the Buckwalter transliteration system (Buckwalter,
2002) and enclosed in forward-slashes.

1.5 Introducing DiaLEX

In parallel to ArabLEX, a series of full-form lexi-
cons for the major Arabic dialects called DiaLEX
has been developed, based on the same methodol-
ogy used for ArabLEX. A recurring problem when
dealing with Arabic dialects corpora is the absence
of established orthographies. The data used in the
development of DialLEX have been processed by

native-speaking experts, aware of the local conven-
tions. Nevertheless, some rules were strictly ob-
served, such as using MSA orthography whenever
the MSA graphemic sequence can be phonetically
realized in the phonetic space of the dialect. In
many cases, alternative spellings are given. The
spelling of dialects is a rapidly evolving field subordi-
nate to cultural, political, and religious factors. Dia-
LEX’s approach is fundamentally descriptive and
prescriptive. DiaLEX currently (May 2024) covers
the major Arabic dialects Egyptian, Emirati and Hi-
jazi. The initial release of the first three has been
completed, covering about 150 million entries, and
the development of a Palestinian full-form lexicon
(PA_LEX) is now in progress (May 2024).

The compilation methods employed to create
ArabLEX and DialLEX can serve as a methodologi-
cal framework for creating Arabic full-form lexica,
thus paving the way for creating Arabic language re-
sources that are both accurate and comprehensive.

While this paper mainly focuses on ArabLEX,
the linguistic challenges and compilation methods
largely apply to Arabic dialects and DiaLEX as
well. The strategies utilized to compile ArabLEX
and DialLEX serve as a methodological framework
for creating comprehensive Arabic lexical resources
and full-form lexicons for other dialects, such as
Palestinian.

This paper focuses on ArabLEX. While the lin-
guistic challenges in dialectical Arabic often differ,
the compilation methods on the whole apply to Di-
aLEX as well.

2 Levels of Ambiguity
2.1 Morphological / Lexical Ambiguity

In templatic morphology, inflection is performed
by changing the vowel + consonant patterns by af-
fixation and cliticization. Not only can words be
inflected, declined, and conjugated (“inflected” for
short), but they can also take many clitics. For ex-
ample, adding the proclitics wa ‘and’, /i ‘to’, and the
enclitic atihima to the stem katib ‘writer’ yields the
complex form walikatibatihima (\».@;LJL(.})) ‘and to
their (two) female writers’. This kind of combina-
torics results in a very large number of word forms.
For example, the full paradigms for ;’,;L/f katibun
‘writer’ and VS kataba ‘write’ reach about 5,660
and 6,900 forms, respectively.

The difference between morphological and lex-
ical ambiguity is analogous to the difference be-
tween inflection and derivation in Western lan-



guages: when a word is inflected, the forms we ob-
tain represent the same lexeme; when it is derived,
we move to a different lexeme. This happens also in
Arabic, e.g., the graphemic sequence .S is mor-
phologically ambiguous (‘I wrote,” ‘you (feminine)
wrote,” etc., all forms belonging to lexeme ‘to write”)
while _xS" is also lexically ambiguous (‘he wrote™:
lexeme ‘to write,” ‘books’: lexeme ‘book’).

Distinguishing between morphological and lexi-
cal ambiguity is computationally relevant because
the latter involves multiple POS tags and, therefore,
also potentially multiple syntax trees.

2.2 Orthographic Disambiguation

Conventional wisdom has it that Arabic is ambigu-
ous “due to the non-representation of short vowels.”
In fact, a whole gamut of factors contributes to am-
biguity (Boumaraf et al., 2022), including (1) the
absence of short vowels (e.g., _5\S" represents the
seven word forms katib, katibun, katibin, kataba,
katibi, katiba, katibu), (2) representation of long a
by | as in | s or by T as in L., but some bare
alifs representing tanwiin rather than long 4, as in
\JS..':J shukran, (3) 7alif alfaaSila (otiose alif) (Ryd-
ing, 2005), orthographic conventions not being pro-
nounced (e.g., \rS being realized as katabu ), (4)
the omission of shadda indicating consonant gemi-
nation, e.g., Je>s (diacriticized .xf&;i), which pro-
vides no clues that the /m/ is geminated, and (5)
vowel neutralization sometimes being lexically de-
termined and thus unpredictable from the orthogra-
phy, e.g., 8,8l s “in Cairo’, the preposition /fyi/ is
pronounced fi, not fi.

Examples (1)-(4) given above are cases of
graphemically under-represented patterns.  In-
deed, patterns may contain short vowels or conso-
nants/long vowels that are written but must be rec-
ognized as being part of a pattern.

The process of identifying the correct form is re-
ferred to as orthographic disambiguation. The rich
set of grammatical and morphological attributes in
ArabLEX can help language models to correctly dis-
ambiguate such forms.

2.3 Word Stress and Vowel Neutralization

Ambiguity can affect not only linguistic analysis but
also speech synthesis, and in particular, prosody
(word stress) and vowel neutralization, which play
a critical role in ensuring that synthesized speech
sounds natural. To take an example, U naa is writ-
ten as a long vowel in Ul but is shortened to na when

uttered. This complex issue is described in detail in
Halpern (2009c).

3 Speech Technology

3.1 Arabic Speech Technology

Due to the extreme orthographic ambiguity of Ara-
bic, even major IT players struggle to synthesize
speech accurately. The CJKI survey (Halpern,
2020) revealed that it is not unusual for over 50%,
and even 80%, of the words in a sentence to be
mispronounced, especially cliticized words. In this
survey, a pronunciation is considered erroneous if
it includes mistakes such as incorrect case endings
(e.g., pronouncing _3\SJ\ as lkatibi when it should
be lkatibu), omitted shaddas (such as pronouncing
>Ae as eddada when it should be edddada ‘to enu-
merate’), or other pronunciation errors that can be
unambiguously identified. In Table 1, pronuncia-
tion errors are marked by an asterisk.

Unvo- | Vocal- | Google |iOS Bing CJKI

calized |ized |(13%) (B1%) | (25%)

dde Sae *eadadu | *eddada | *eddada | edddada

sl @&ﬁ *lkatibi | lkdtibu | Ikatibu | lkdtibu

b L ma ma ma ma

Sl | BT | *hukkcm | *hukkd | *Ihukkd | ulkam
i mi mi a

Table 1: Mispronunciations in composed text

ArabLEX addresses these shortcomings by serv-
ing as a comprehensive pronunciation dictionary to
enhance the quality of both text to speech (TTS)
and automatic speech recognition (ASR). It includes
an NLP-oriented morpho-phonemic transcription
called CARS (Halpern, 2009a), which accurately
represents Arabic phonemes, while also encoding
morphological information such as vowel neutral-
ization. In addition, two phonetic transcriptions —
SAMPA (Wells, 1997) and IPA (International Pho-
netic Association, 1999) — can be used to ensure
accurate phonetic realizations.

3.2 ASR Accuracy

ASR systems must recognize alternative pronunci-
ations, including informal ones. For example, the
standard pronunciations of (5\S” ‘writers’ and =S i
‘I write’ are katibitha and dktubu, but the less formal
variants katibiin and dktub are very widespread.
Such alternatives include pausal forms and final
vowel elision. The former refers to sentence-final



forms causing final vowels to be elided in Classi-
cal Arabic, while the latter is the elision of cer-
tain final vowels in both medial and final forms,
common in spoken MSA and dialects. For exam-
ple, v...JT uJ/\ &5 ‘I returned home’, pronounced
rajdetu ila__lbdyti, in pausal form becomes ra-
Jjdetu ila__Ibayt and in spoken MSA becomes ra-
Jjagt ila__Ibayt. Note how the final #i and fu are trun-
cated to «.

The example above is for standard MSA. There
are also regional allophones. For example, /j/ in
words such as jamal ‘camel’ is pronounced [g] in
Egypt, [d3] in the Gulf region, and [3] in the Levant.
These are regional variants of MSA. ArabLEX in-
cludes the IPA representation for the standard MSA,
namely [d3] for /j/, but will also include the regional
allophones [3] and [g] in a future edition.

The availability of phonetic transcriptions is par-
ticularly relevant, as phonetics can be utilized to im-
prove ASR systems (Feng et al. 2023).

4 Machine Translation

Although Neural Machine Translation (NMT) has
dramatically improved translation quality, it has
some shortcomings (Koehn, 2020). Some issues
in Arabic are (1) the high orthographic ambigu-
ity, (2) the morphological complexity (forms like
L..g_?\.;@j are difficult to analyze), (3) the recogni-
tion of named entities (often cliticized), and (4) a
large number of word forms for nouns and verbs.

ArabLEX offers comprehensive coverage of in-
flected and cliticized forms and can be used to
supplement existing corpora or as a pseudo-corpus
for language model training. Additionally, the
proper noun modules of ArabLEX, representing the
most comprehensive collection of native and foreign
proper nouns to our knowledge, areknowledge, are
bilingual and romanized, serving as a bilingual dic-
tionary.

5 ArabLEX in Action

5.1 Scope and Coverage

The first release of ArabLEX in 2021 covered
about 530 million entries for general vocabulary and
proper nouns. ArabLEX consists of the following
four main modules: DAG (Arabic General Vocabu-
lary, 83M entries), DAN (Arabic Names, 218M en-
tries), DAF (Arabic Foreign Names, 226M entries)
and DAP (Arabic Place Names, 6M entries). Arab-
LEX has 30 data fields with detailed grammatical,

phonological, morphological, and orthographic at-
tributes (Halpern, 2020).

5.2 ArabLEX Compared to Other Resources

Previous efforts to compile extensive Arabic lexico-
graphical or lexical databases have yielded datasets
containing around 200,000 unique lemmata. These
datasets tend to lack a diverse set of attributes. By
contrast, detailed datasets typically contain around
30,000 unique lemma entries, e.g., the CALIMA
dataset for Egyptian Arabic (Alshargi et al., 2019).

ArabLEX, on the other hand, covers a combined
375.335 unique lemmata, including a large number
of named entities, while exceeding the level of de-
tail of its counterparts. Especially by offering pho-
netic (IPA, XSAMPA) and phonemic (CARS) tran-
scriptions and fully diacriticized Arabic, ArabLEX
fills a gap in current lexical resources.

Another advantage of ArabLEX is the total num-
ber of entries accessible for explicit analysis; that is,
entries that are pre-generated as opposed to on-the-
fly. For example, the CALIMA dataset contains ap-
proximately 48 million entries that can be obtained
when all supported word forms are exhaustively gen-
erated (AlShuhayeb, 2023). By contrast, ArabLEX
consists of 530 million pre-compiled entries, imme-
diately accessible for use and analysis.

5.3 Comparison with CALIMA Star

ArabLEX’s model of Arabic morphology is more re-
fined than those of other systems. To illustrate this,
we compared some features of ArabLEX and CAL-
IMA Star (“Calima” below), the most advanced
morphological engine (as of May 2024), using the
affirmative of the verb 5 ‘to write’. The results
are based on the Calima generator web interface.

(1) The coverage of inflected and cliticized forms
differs dramatically. Many conjugated forms are
missing in Calima, which also generates some in-
valid forms. The table below shows the number of
forms for £5".

Item CALIMA Star | ArabLEX
Total forms | 2,448 5,886
Uncliticized | 104 124
Cliticized 2,344 5,762

Table 2: Coverage CALIMA Star vs. ArabLEX.

For example, the cliticized forms u.i.ﬂf , s

and GJXES are not given by Calima, whereas some



forms it provides, like dﬁgf}!, are grammatically in-
valid. The number of cliticized forms provided by
ArabLEX for L35 exceeds that of Calima by 146%.

(3) The results of a preliminary investigation of
proclitic coverage by Calima (expanded on below)
shows that Calima does not support the proclitic />a/

(T), even if selected from the menu. ArabLEX pro-
vides more clitic combinations: 39 proclitic combi-
nations and over 2000 (to our knowledge double that
of Calima) proclitic-enclitic combinations, which
were carefully vetted to ensure their validity. For ex-
ample, the singleton proclitic sequence />awabi{lo/
is a valid combination for nouns, but />awaka{lo/ is
not, while any proclitic in />a, wa, fa, >awa, >afa/
can combine with any enclitic in /N, FA, FY/ for
singular nouns.

(4) ArabLEX takes great care to include only
grammatically valid forms. Calima, on the other

hand, generates agrammatical forms such as ;25 Lw
and g_,:&..«», or invalid forms such as J,.’f 1 instead
of C,.'S \ N (omitting the space after ‘ﬁ).

(5) The verb conjugation paradigm is missing im-
portant forms. For example, Calima does not return
the active participle ;’,.j@, nor the passive participle
< jK,a for the verb lemma 5",

o A o 2
(6) The imperative forms C51, T, ete. are
not generated even when explicitly requested via the
user interface.

5.4 Grammatical Attributes

The grammatical attributes of ArabLEX are use-
ful for morphological analysis, orthographic dis-
ambiguation, POS tagging, semantic analysis, and
more. These include codes for gender, number,
case endings and person, as well as the stem, def-
initeness, root, and the lemma.

Data field Value
Full-form L:S.u&J;
Lemma 93@

Stem L‘,‘36

Gender C (common)
Case GEN (genitive)
Number D (dual)
Person 2 (second)
Definiteness | D (definite)
Root o-O-d

Table 3: Grammatical attributes

5.5 Phonological Attributes

The phonemic and phonetic transcriptions are use-
ful for improving speech technology, both TTS and
ASR (Tahon et al., 2016; Feng et al., 2023). These
include precise, fully diacriticized Arabic with ac-
curate phonemic and phonetic transcriptions as well
as word stress and vowel neutralization. The main
phonological attributes are shown in Table 4.

Data field Value

Diacriticized | 3o

Phonemic muhammadun
Phonetic [mu hgmmédun]
X-SAMPA mu"X\E "mmE "dun
Transliterated | muham~adN

Table 4: Phonological attributes for Jeses

5.6 Morphological/Orthographic Attributes

The morphological attributes include all inflected,
conjugated, declined, and cliticized word forms,
such as plurals, duals, feminine, case endings, con-
jugated forms, as well as proclitics, enclitics, stems,
and roots. They are useful for morphological anal-
ysis, semantic analysis, lemmatization, decliticiza-
tion, deaffixation, verb conjugation, and dictionary
lookup. Operations such as decliticization, deaffix-
ation and tokenization (Carbonell et al., 2006) are
easy to perform since clitics are given explicitly in
their own fields (Enclitic, Proclitic, and Stem be-
low). The main morphological attributes are shown
in Table 5.

Data Field | Value Transcription
Full-form | WSs&g | walikatibikuma
Lemma ]\ katibun

Stem s katib

Proclitic Js wali

Enclitic LS (i)kiima

Root w-O-d | k-t-b

Table 5: Moprhological attributes

Orthographic attributes are useful for ortho-
graphic disambiguation, which is necessary for
word and entity recognition, TTS, morphologi-
cal analysis, normalization, and dictionary lookup.
These include orthographic variants such as pausal
and elided forms and even common typographical
oddities. Here is an example of typical orthographic
variants for the name Alexandra: §,4:..SJ1, ,405J,



0, 0y, i, 1S As shown
above, ¢ and & are sometimes interchangeable in
names.

Orthographic variants also include allographs, for
example the use of (s (alif magsuura) as an alterna-
tive for (s (yaa) in Egypt, and the use of  instead
of _ for [p] in some regions.

5.7 Named Entity Recognition

The DAN module of ArabLEX covers about
100,000 vocalized personal names and their 6.5 mil-
lion romanized variants. DAN is widely deployed
in both security and NLP processing tools for NER
and MT. Similarly, the DAF and DAP modules con-
sist of about 240,000 names for places and non-
Arab personal names. These modules account for
about 450 million fully inflected and cliticized en-
tries in ArabLEX (Halpern, 2009b).

6 Compilation Methods
6.1 Quality Control

It can be argued that generating entries by rules
and templates can result in a large number of non-
existing or erroneous forms. Extreme care has been
taken to ensure that only grammatically and, as far
as possible, semantically valid forms are included.

The ArabLEX team, comprising professional
editors, translators, computational linguists, and
university instructors, has conducted extensive re-
search to ensure maximum accuracy and compre-
hensive coverage of all word forms and their vari-
ants. Many programs were developed for data vali-
dation and proofreading to ensure accuracy and con-
sistency, such as programs for automatic error de-
tection and correction and data validation. The fol-
lowing outlines a data validation process used by the
ArabLEX team to refine the vocalization validation
module (VBW_INTEG) and ensure accurate, fully
vocalized Arabic and phonemic transcriptions for
speech technology:

(1) A program validates correct vocalization of
inflections, based on strictly defined rules such as
hamza rules, presence of short vowels and many
more. (2) The program then attempts to rectify the
errors it encounters autonomously. (3) Errors that
the program cannot rectify are presented to proof-
readers, who manually classify, analyze, and rectify
them. (4) Based on the feedback of proofreaders,
the validation rules are then either adjusted or the
database of exceptions is expanded. (5) The pro-
cess is then repeated.

This iterative process has been applied over the
course of many years, resulting in a system with a
comprehensive set of rules and exceptions.

6.2 Inflection, Conjugation, Cliticization

Generating inflected forms involves many com-
plex steps, including sanity checking and hu-
man proofreading. Nouns and adjectives are de-
clined/inflected for feminine, dual, and plural forms.
For example, for /bayotN/ ‘house,” we derive /bay-
otaAni/, /buyuwtN/, and /buyuwtaAtN/.

The verb paradigms from the CJKI Arabic Verb
Conjugator (CAVE) (The CJK Dictionary Institute,
2011) are used to acquire the verb conjugations for
each subject pronoun for each tense. CAVE has 180
categories and fully explicit, hand-vetted conjuga-
tions for each category. For example, for /kataba/
‘he wrote’ we get /yakotubu/ (third person mascu-
line singular imperfect), /Aukotubo/ (second person
masculine singular imperative), etc. To enclitisize,
the correct enclitic template is selected based on the
ending of the inflected form. For example, the noun
/Ixirapu/ ‘the hereafter’ ends in /pu/, so the template
in Table 6 is selected. Enclitics are then added to
correspond to each case and subject pronoun. For
/Ixirapu/, we generate such forms as /Ixiratiy/, /Ixi-
ratuka/ and /Ixiratuki/. To procliticize, the appro-
priate proclitics are elected from the template. For
example, for /bayotN/ *house’, the enclitic is /-N/
(tanwiin), so we refer to the appropriate row (row 2)
in Table 7 and generate />abayotN/, /wa-bayotN/,
etc.

Note that the clitics are not merely blindly con-
catenated to the base form—there are over 2,000
valid orthographic, grammatical, and semantic com-
binations of clitics that are defined by our human-
vetted constraint-defining tables, as shown in Ta-
ble 7, and several thousand that are invalid.

Per Case | Enclitic | Rule

000 | NOM | u

ISC | NOM | iy p—-t
2SM | NOM | uka -p—-t
2SF | NOM | uki p—-t

Table 6: Template for nouns that end in /p/ &

7 Future Work

The development of ArabLEX and DialLEX is
continuous. Planned expansions include techni-
cal terms, named entities, phonological attributes,



Proclitic Enclitic Gen | Num
0,>a,wa,fa,>aw | a,u M S
a,>afa,Aalo,...
0,>a,wa,fa>aw | N,FA,FY M S
a,>afa
0,>a,wa,fa,>a uhaA,uhu,uhumaA, M S
wa,>afa uhumo, uhun~a,uka,

uki,ukumaA,...

Table 7: Possible combinations of clitics

orthographic variants, alternative pronunciations,
and additional word classes (POS). Especially note-
worthy are new headwords that consist of multi-
word expressionsExpansions of ArabLEX will con-
tinue, by adding new entries and data fields, in-
cluding technical terms, and named entities, as
well as more phonological attributes, orthographic
variants, alternative pronunciations, and additional
word classes (POS). Especially noteworthy are new
headwords that consist of multiword expressions
(Halpern, 2019) (inflections or conjugations con-
sisting of space-delimited components), such as pe-

riphrastic elatives ((')]U”i }S \ ‘more painful’), nega-

tive elatives (with 33\ or fp—\) inflected numerical
expressions, phrasal verbs, compound tenses, verb
negation, and more.

The addition of clitics and inflections lead to
ArabLEX exceeding 500 million records (15 billion
data points). It is expected to reach about one bil-
lion records in the future.

Likewise, DiaLEX will be expanded to include
both broad and narrow phonological transcriptions,
along with more orthographic and phonetic vari-
ants.  Additionally, the Palestinian dialect will
be added (PA_LEX). A paper detailing the spe-
cific challenges and methodological differences be-
tween ArabLEX and DialLEX is forthcoming.The
addition of proclitics, enclitics and inflections lead
to ArabLEX exceeding 500 million records (15 bil-
lion data points). It is expected to reach about one
billion records in the near future.

References

A. Abdelali, K. Darwish, N. Durrani, and
H. Mubarak. 2016. Farasa: A fast and furious
segmenter for Arabic. In Proceedings of the
2016 Conference of the North American Chapter
of the Association for Computational Linguistics:
Demonstrations, San Diego, CA, pages 11-16.
Association for Computational Linguistics.

F. Alshargi, S. Dibas, S. Alkhereyf, R. Faraj, B. Ab-
dulkareem, S. Yagi, O. Kacha, N. Habash, and
O. Rambow. 2019.  Morphologically Anno-
tated Corpora for Seven Arabic Dialects: Taizi,
Sanaani, Najdi, Jordanian, Syrian, Iragi and Mo-
roccan. In Proceedings of the Fourth Arabic Nat-
ural Language Processing Workshop, pages 137—
147.

H. AlShuhayeb, B. Minaei-Bidgoli, M. E. Shenassa,
and S. Hossayni. 2023. Noor-Ghateh: A Bench-
mark Dataset for Evaluating Arabic Word Seg-
menters in Hadith Domain. ArXiv preprint.

International Phonetic Association. 1999. Hand-
book of the International Phonetic Association: A
Guide to the Use of the International Phonetic Al-
phabet. Cambridge University Press.

M. Boudchiche, A. Mazroui, M. Ould Abdallahi
Ould Bebah, A. Lakhouaja, and A. Boudlal.
2017. AlKhalil Morpho Sys 2: A robust Arabic
morpho-syntactic analyzer. Journal of King Saud

University — Computer and Information Sciences,
29(2):141-146.

A. Boumaraf, S. Bekal, and J. Macoir. 2022. The
Orthographic Ambiguity of the Arabic Graphic
System:  Evidence from a Case of Central
Agraphia Affecting the Two Routes of Spelling.
Behavioural Neurology.

T. Buckwalter. 2002. Buckwalter Arabic Mor-
phological Analyzer Version 1.0. Linguistic Data
Consortium, University of Pennsylvania. 2002,
LDC Catalog No.: LDC2002L49.

J. Carbonell, S. Klein, D. Miller, M. Steinbaum,
T. Grassiany, and J. Frei. 2006. Context-Based
Machine Translation. In Proceedings of the 7th
Conference of the Association for Machine Trans-
lation in the Americas: Technical Papers, Cam-
bridge, Massachusetts, USA, August, pages 19-28.
Association for Machine Translation in the Amer-
icas.

CJK and The Dictionary Institute. 2011. The CJKI
Arabic Verb Conjugator.

N. Gadelli. 2015. The morphological integration
of loanwords into Modern Standard Arabic: To-
wards a morphological categorization of loan-
words. Ph.D. thesis, Lund University, Sweden.


https://doi.org/10.18653/v1/N16-3003
https://doi.org/10.18653/v1/N16-3003
https://doi.org/10.18653/v1/W19-4615
https://doi.org/10.18653/v1/W19-4615
https://doi.org/10.18653/v1/W19-4615
https://doi.org/10.18653/v1/W19-4615
https://doi.org/10.48550/arXiv.2307.09630
https://doi.org/10.48550/arXiv.2307.09630
https://doi.org/10.48550/arXiv.2307.09630
https://doi.org/10.1017/9780511807954
https://doi.org/10.1017/9780511807954
https://doi.org/10.1017/9780511807954
https://doi.org/10.1017/9780511807954
https://doi.org/10.1016/j.jksuci.2016.05.002
https://doi.org/10.1016/j.jksuci.2016.05.002
https://doi.org/10.1155/2022/8078607
https://doi.org/10.1155/2022/8078607
https://doi.org/10.1155/2022/8078607
https://doi.org/10.1155/2022/8078607
https://doi.org/10.35111/7vzm-mb15
https://doi.org/10.35111/7vzm-mb15
https://doi.org/10.35111/7vzm-mb15
https://aclanthology.org/2006.amta-papers.3/
https://aclanthology.org/2006.amta-papers.3/
https://lup.lub.lu.se/luur/download?func=downloadFile&recordOId=5053170&fileOId=5053172
https://lup.lub.lu.se/luur/download?func=downloadFile&recordOId=5053170&fileOId=5053172
https://lup.lub.lu.se/luur/download?func=downloadFile&recordOId=5053170&fileOId=5053172
https://lup.lub.lu.se/luur/download?func=downloadFile&recordOId=5053170&fileOId=5053172

N. Habash, O. Rambow, and R. Roth. 2009.
MADA+TOKAN: A toolkit for Arabic tokeniza-
tion, diacritization, morphological disambigua-
tion, POS 150 tagging, stemming and lemmatiza-
tion. In Proceedings of the Second International
Conference on Arabic Language Resources and
Tools, Cairo, Egypt, April. The MEDAR Consor-
tium.

J. Halpern. 2009a. CJKI Arabic Romanization Sys-
tem (CARS).

J. Halpern. 2009b. Lexicon-Driven Approach to the
Recognition of Arabic Named Entities. In Pro-
ceedings of the Second International Conference
on Arabic Language Resources and Tools, Cairo,
Egypt, April. The MEDAR Consortium.

J. Halpern. 2009¢c. Word stress and vowel neutraliza-
tion in modern standard Arabic. In Proceedings
of the Second International Conference on Ara-
bic Language Resources and Tools, Cairo, Egypt,
April. The MEDAR Consortium.

J. Halpern. 2019. Lexicographic Criteria for Select-
ing Multiword Units for MT Lexicons.

J. Halpern. 2020. Enhancing Arabic Speech
Technology with Comprehensive Arabic Train-
ing Lexicon.

E. Haugen. 1972. Schizoglossia and the Linguistic
Norm. In Studies by Einar Haugen, pages 441—
445. De Gruyter Mouton, Berlin, Boston.

P. Koehn. 2020. Neural Machine Translation. Cam-
bridge University Press, Cambridge, UK.

M. Maamouri, A. Bies, T. Buckwalter, and
W. Mekki. 2004. The Penn Arabic Treebank:
Building a Large-Scale Annotated Arabic Cor-
pus. In NEMLAR Conference on Arabic Lan-
guage Resources and Tools, Cairo, Egypt, pages
102-109.

G. Mejdell. 2014, Lugat al-'umm and al-luga al-
‘umm - the ‘mother tongue’ in the Arabic context.
In Arabic and Semitic Linguistics Contextualized,
pages 214-226. Harrassovitz.

A. Pasha, M. Al-Badrashiny, M. Diab, A. El Kholy,
R. Eskander, N. Habash, M. Pooleery, O. Ram-
bow, and R. M. Roth. 2014. MADAMIRA:
A Fast, Comprehensive Tool for Morphological
Analysis and Disambiguation of Arabic. In Pro-
ceedings of the Ninth International Conference on

Language Resources and Evaluation (LREC’14),
Reykjavik, Iceland, May. European Language Re-
sources Association (ELRA.

K. C. Ryding. 2005. A Reference Grammar of
Modern Standard Arabic. Cambridge University
Press, Cambridge, UK.

M. S. S. Sawalha. 2011. Open-source resources
and standards for Arabic word structure analy-
sis: Fine-grained morphological analysis of Ara-
bic text corpora. Ph.D. thesis, The University of
Leeds School of Computing.

O. Smrz. 2007. ElixirFM — Implementation of
Functional Arabic Morphology. In Proceed-
ings of the 2007 Workshop on Computational Ap-
proaches to Semitic Languages: Common Issues
and Resources, Prague, Czech Republic, pages 1—
8. Association for Computational Linguistics.

A. Soudi and A. Eisele. 2004. Generating an Ara-
bic Full-form Lexicon for Bidirectional Morphol-
ogy Lookup. In Proceedings of the Fourth Inter-
national Conference on Language Resources and
Evaluation (LREC04), Lisbon, Portugal. Euro-
pean Language Resources Association (ELRA.

M. Tahon, R. Qader, G. Lecorvé, and D. Lolive.
2016. Improving TTS with corpus-specific pronun-

ciation adaptation. Interspeech, San Francisco,
CA.

D. Taji, S. Khalifa, O. Obeid, F. Eryani, and
N. Habash. 2018. An Arabic Morphological An-
alyzer and Generator with Copious Features. In
Proceedings of the Fifteenth Workshop on Com-
putational Research in Phonetics, Phonology, and
Morphology, Brussels, Belgium, October, pages
140-150. Association for Computational Lin-
guistics.

J. C. Wells. 1997. SAMPA computer readable pho-
netic alphabet. In D. Gibbon, R. Moore, and
R. Winski, editors, Handbook of Standards and
Resources for Spoken Language Systems. Mouton
de Gruyter. Part 1V, section B, Berlin and New
York.


https://api.semanticscholar.org/CorpusID:10124099
https://api.semanticscholar.org/CorpusID:10124099
https://api.semanticscholar.org/CorpusID:10124099
https://api.semanticscholar.org/CorpusID:10124099
https://api.semanticscholar.org/CorpusID:43949907
https://api.semanticscholar.org/CorpusID:43949907
http://www.elda.org/medar-conference/pdf/16.pdf
http://www.elda.org/medar-conference/pdf/16.pdf
https://doi.org/10.1515/9783110879124.441
https://doi.org/10.1515/9783110879124.441
https://doi.org/10.1017/S1351324920000650
https://www.researchgate.net/publication/228693973_The_penn_arabic_treebank_Building_a_large-scale_annotated_arabic_corpus
https://www.researchgate.net/publication/228693973_The_penn_arabic_treebank_Building_a_large-scale_annotated_arabic_corpus
https://www.researchgate.net/publication/228693973_The_penn_arabic_treebank_Building_a_large-scale_annotated_arabic_corpus
https://doi.org/10.2307/j.ctvc2rmgq.16
https://doi.org/10.2307/j.ctvc2rmgq.16
http://www.lrec-conf.org/proceedings/lrec2014/pdf/593_Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2014/pdf/593_Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2014/pdf/593_Paper.pdf
https://doi.org/10.1017/CBO9780511486975
https://doi.org/10.1017/CBO9780511486975
https://aclanthology.org/W07-0801
https://aclanthology.org/W07-0801
http://www.lrec-conf.org/proceedings/lrec2004/pdf/567.pdf
http://www.lrec-conf.org/proceedings/lrec2004/pdf/567.pdf
http://www.lrec-conf.org/proceedings/lrec2004/pdf/567.pdf
https://www.isca-archive.org/interspeech_2016/tahon16_interspeech.pdf
https://www.isca-archive.org/interspeech_2016/tahon16_interspeech.pdf
https://aclanthology.org/W18-5816/
https://aclanthology.org/W18-5816/
https://www.phon.ucl.ac.uk/home/sampa/
https://www.phon.ucl.ac.uk/home/sampa/

	Introduction
	What is a Full-Form Lexicon
	The Case of Arabic
	Previous Work
	Introducing ArabLEX
	Introducing DiaLEX

	Levels of Ambiguity
	Morphological / Lexical Ambiguity
	Orthographic Disambiguation
	Word Stress and Vowel Neutralization

	Speech Technology
	Arabic Speech Technology
	ASR Accuracy

	Machine Translation
	ArabLEX in Action
	Scope and Coverage
	ArabLEX Compared to Other Resources
	Comparison with CALIMA Star
	Grammatical Attributes
	Phonological Attributes
	Morphological/Orthographic Attributes
	Named Entity Recognition

	Compilation Methods
	Quality Control
	Inflection, Conjugation, Cliticization

	Future Work

