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Abstract

The CJK Dictionary Institute (CJKI) is pleased to announce the release of
the Arabic Full Form Lexicon (AFULEX), covering approximately 130
million (eventually 250 million) inflected, conjugated and cliticized
wordforms. AFULEX is not only comprehensive in coverage, it is also rich
in  morphological, grammatical, phonological, and orthographical
attributes. In addition, it maps all unvocalized forms to their vocalized
counterparts and to the lemma, and provides precise phonemic and
phonetic transcriptions. These features can significantly contribute to the
training of language models for speech technology (both synthesis and

recognition) and machine translation.

This unparalleled computational lexicon, the fruit of nearly a decade of
intense development and validation, is now available to the NLP
community for research and product development. It aims to serve as the

ultimate resource for Arabic natural language processing.

1. What is a Full Form Lexicon?

1.1 What is a full form lexicon?

A full form lexicon is a computational lexicon that contains all inflected,
conjugated, and cliticized forms that occur in a language (referred to as
wordforms). Unlike ordinary dictionaries, which include only the canonical forms
or lemmas (base lexemes), a full form lexicon includes all wordforms. For

example, the full set of wordforms for the verb eaf includes eating, eaten and



ate, while for the noun boy it includes boys, boy's and boys'. Arabic nouns, on
the other hand, as pointed out by the renowned linguist Nizar Habash, are "far

more complex and idiosyncratic” [2]. Attaching the proclitics 3 wa 'and' J /i 'to'
and the enclitic LE.@/SI tihima to the stem g_,eli katibun 'writer' yields such a

complex form as Lé.e_jli.jli.jg walikatibatihima 'and to the two female writers'.

In English, the number of such forms is quite limited, but an Arabic word can
have thousands of inflected and cliticized forms. For example, the verb

gﬁikataba has about 7250 forms (by comparison Japanese has about 2500),
whereas the noun g,tsli katib has about 5270 forms. As a result, the number of

entries in the Basic Edition of AFULEX reaches 130 million, and the Expanded

Edition is expected to reach about 250 million entries.

1.2. Why a full form lexicon?

Traditionally, MT and other NLP applications have been (and some still are)
based on rules (RBMT) or on statistical models (SMT). Recently, neural
machine translation (NMT) is becoming the norm. Despite of the significant
improvements that NMT has brought about, this new technology still has some
shortcomings, such as the handling of proper nouns and multiword expressions
(MWE), as described in Halpern's papers on large-scale lexical resources [1]
and MWEs [8]. An important issue in Arabic speech technology is the numerous

complex morphological forms, like L&gl:glig walikatibatihima, and the high
level of orthographic ambiguity (due to the lack of vowels, as in Lag3L3&Jg).

A full form lexicon can significantly contribute to the quality of Arabic MT and
speech technology (both synthesis and recognition) by mapping unvocalized to
vocalized forms, by providing detailed morphological information, and by

providing phonemic/phonetic transcriptions for all wordforms.


http://www.cjk.org/cjk/reference/VLSLR_MT_final.pdf

2.1 Arabic Full Form Lexicon (AFULEX)

AFULEX is a full form Arabic lexicon that provides comprehensive coverage for
inflected, conjugated and cliticized forms, and includes a rich set of attributes for

natural language processing.

2.1 Distinctive features

Various features of AFULEX offer special benefits to developers of Arabic

NLP applications, especially speech technology and machine translation.

* Created by a team of specialists in Arabic morphology and computational
lexicography

e The Basic Edition contains some 130 million entries, to be expanded to
about 250 million entries in the Expanded Edition

* Includes all inflected, conjugated, and cliticized wordforms

* Wordforms include plurals, dual, feminine, case endings, conjugated
forms, and all proclitics and enclitics

* Unvocalized mapped to precisely fully vocalized Arabic

* Highly accurate phonemic transcription for all entries

* Millions of orthographic variants for both vocalized and unvocalized
Arabic

* Various grammatical codes include part-of-speech, person, gender, and
case codes

* The Deluxe Edition includesproclitics, enclitics, stems, accurate IPA and
word stress

* All wordforms are cross-referenced to the lemma (canonical form)

* Provides allophones of regional varieties of MSA to support ASR

* Constantly maintained and expanded



2.3 Compilation History

For about a decade, our team of computational lexicographers and language
specialists have been engaged in the development of full form lexicons for
Spanish, Arabic, and Japanese. To this end, we analyzed the grammar and
morphology of these languages in great depth, to a degree well beyond
comprehensive descriptive grammars for these languages. Initially we focused
on Spanish (bilingual SFULEX) and Japanese (monolingual JFULEX) full form
lexicons, which have significantly contributed to MT technology, such as support

for a Spanish-English MT system that achieved a "human quality" translation

[71.

In the last couple of years we have intensified our efforts to expand, proofread
and validate the Basic Edition of AFULEX, with the aim of covering nearly all
wordforms in Modern Standard Arabic. The Expanded Edition will contain

millions of full form proper nouns in bilingual format.

3. Enhancing Speech Technology

The recent advances in deep learning and neural network technology have
dramatically improved speech technology [8]. Although the quality of Arabic
speech technology has been steadily improving, it still lags significantly behind

the other major languages, such as Chinese and Japanese.

3.1 Orthographical ambiguity

One reason that Arabic speech technology lags behind is that the Arabic script
is highly ambiguous. Words are often written as a string of consonants with no
indication of vowels. For example, @lS can represent as many as seven
pronunciations: k&atib, katibun, katibin, kataba, katibi, katiba and katibu. Many

other characteristics of the Arabic script contribute to a high level of



orthographic ambiguity, as described in Halpern's paper on Arabic named

entities [5].

The morphological complexity of such cliticized forms as LA.QALu[ijj

walikatibatihima, and the absence of vowel diacritics, makes Arabic TTS
especially challenging. That is, determining the morphological composition of

-

such forms, and the correct vowels for such consonants as & in LegililSJg

often requires morphological, semantic and contextual analysis which tax the

capabilities of state-of-the-art speech technology.

3.2 Improving TTS accuracy

The extreme orthographic ambiguity of Arabic has led to unacceptably high
error rates, even by the TTS systems offered by major players such as Google,
Apple and Microsoft. Our institute has conducted a survey to determine the
scope of this problem, some of the results of which are reported in Appendix 3.
Surprisingly, we discovered that it is not unusual for over 50%, and even 80%,
of the words in a sentence to be mispronounced, and that there is a trend for
cliticized words to be incorrectly pronounced. For example, the cliticized word

&.QLSJ@, correctly pronounced walilkatibina, is mispronounced as

walilkatibayna.

Appendix 3 shows that the error rate of Arabic TTS is unacceptably high. Such
a high error rate would be unthinkable in the other major world languages.
Another issue is prosody (stress and intonation) and vowel neutralization (e.g.

nais a long vowel U shortened in actual pronunciation). This is a complex issue,

described in detail in Halpern's paper on Arabic stress [4].

Speech synthesis, speech recognition and prosody in current Arabic speech

technology are, on the whole, inaccurate, unnatural and often unpleasant to the



ear. The time has come for developers to make serious efforts to make

dramatic improvements.

3.3 Improving ASR accuracy
The Expanded Version of AFULEX will include a module specifically designed
to support automatic speech recognition (ASR). For speech synthesis (TTS), it

is only necessary to generate one accurate pronunciation. For example, Qg.{ilf

'writers' in standard Arabic is pronounced katibdna, but for ASR it is also
necessary to recognize the less formal variant pronunciation katibdn Similarly,

the standard pronunciation of wSl '| write' is ‘aktubu, but the final vowel is often

omitted and it is pronounced ‘gktub.

The above alternatives are on a phonemic level. That is, the phoneme /na/ is
being replaced by the phoneme /n/ as a result of vowel omission. There are
also variations on the phonetic level; that is, certain phonemes have regional

allophones. For example, z in such words as Je= jamal is pronounced [g€mel]

in Egypt, [d3€mEl] in the Gulf region, and [3€mEl] in the Levant. It is important
top note that this does not refer to the local dialects in those regions, but to a

regional varieties of Modern Standard Arabic (MSA).

Thus AFULEX not only represents z in the standard IPA [d3] for TTS, it also
lists the regional [3] and [g] for ASR training. The goal is to enable the
recognition of these allophones, but not to generate them.

3.4 Benefits to speech technology

One of the key components for training speech technology systems is the
pronunciation dictionary. A major feature of AFULEX is that it can serve as an

extremely comprehensive pronunciation dictionary.


https://en.wikipedia.org/wiki/Voiced_palato-alveolar_affricate
https://en.wikipedia.org/wiki/Voiced_palato-alveolar_affricate
https://en.wikipedia.org/wiki/Voiced_palato-alveolar_fricative
https://en.wikipedia.org/wiki/Voiced_palato-alveolar_affricate

AFULEX not only maps all unvocalized forms (including all cliticized forms) to
their vocalized counterparts and to their lemmas, but also provides precise
phonemic transcriptions (CARS system) [5] and phonetic transcriptions (IPA)
that includes precise word stress and vowel neutralization for each entry. For
example, in the IPA wélike: tibikume(®), the stressed syllable is indicated by (')
(U+0C28), while (") (U+02D1) indicates that the final € is neutralized vowel of
optional half length. These features can help developers significantly enhance
the quality of Arabic TTS, and can be used in training ASR systems to achieve

higher recognition rates.

To summarize, AFULEX can bring the following benefits to speech technology:

* The Basic Edition covers approximately 130 million entries, while the
Expanded Edition will probably cover about 250 millions entries,
including millions of proper nouns.

« Covers all combinations of proclitics and enclitics for inflected wordforms
(mostly verbs, nouns, adjectives and proper nouns).

* Tens of millions of orthographic variants for all wordforms.

* Provides an exhaustive list of alternative pronunciations of identical
unvocalized strings to enable orthographical disambiguation (e.g. six
alternatives for <iLsls).

» Future versions will provide 'importance flags' to help determine the most
likely alternative.

» Highly accurate phonemic transcriptions for all wordforms, including
precise stress and vowel neutralization

* Phonetic transcriptions (IPA) indicate the correct allophonic variants in

context as well as regional variants for ASR.



4. Enhancing Machine Translation
Although neural machine translation (NMT) has achieved dramatic
improvements in translation quality, it does have some shortcomings, as

pointed out by Philipp Koehn [3] and in Halpern's paper [1].

Some issues in Arabic MT, even in this era of neural-based algorithms (NMT),
are (1) the high orthographic ambiguity, (2) the morphological complexity (forms
like La.g;LJlSJg are difficult to analyze), (3) the recognition of named entities

(which are often cliticized), and (4) the large number of wordforms for Arabic
nouns and verbs. These issues are described in more detail in Halpern's paper

on Arabic named entities [5].

AFULEX can significantly enhance the translation accuracy of Arabic MT. Not
only can it be directly integrated into NMT systems to provide comprehensive
coverage of cliticized forms, but it can also be used as a special kind of corpus
to train the language model and enable more accurate morphological, syntactic,

and semantic analysis.

When NMT first appeared, it was believed that lexicons could not be integrated
into NMT systems. Later it was shown that it is technically possible to do so by
regarding a lexicon as a kind of sentence-aligned, parallel corpus and assigning
a higher probability to lexicon lookup results so as to override the results of the
normal NMT algorithms. By using such techniques, it should therefore be
possible to integrate AFULEX into Arabic NMT systems [1].

5. How AFULEX works

Let us demonstrate the broad scope of the information that AFULEX provides

on the morphology, phonology, grammar and orthography of Arabic words and



their thousands of inflected and cliticized forms. The stem g,tsli katib 'writer', for
example, combines with the proclitics ¢ wa and g /i and the enclitic L:'@'E‘ tihima
to yield LQ@.}LQ&E walikatibatihima. The enclitic LZ..@:/SI indicates the third person
dual feminine in the genitive case, the proclitic 3 means 'and' and the proclitic g
means 'for, to; in order to', so that the full form Lé.g.jl.’elig means something like

'and to the two female writers'. Below is a description of how such information is

presented.

5.1 Grammatical information
This includes gender codes, number codes, case ending codes, persons codes,
the stem, the state (definiteness), and the lemma. For L&.e,:aljili.j§ AFULEX

provides as the following grammatical information.

Table 1: Grammatical information

Data field Value Description
Full form 8585 | walikatibikuma
Lemma C*—ES katibun
Stem <38 katib
Gender C common gender (masculine & feminine)
Case GEN genitive case
Number D dual
Person 2 second person
State D definite, indefinite or construct state
Root o-O-d the triliteral root
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Abundant grammatical information is useful for morphological analysis,

orthographic disambiguation, semantic analysis, and pedagogical applications.

5.2 Phonological information

This includes full vocalization and phonemic transcription for all unvocalized
Arabic, including the full form headword, the lemma, the stem, proclitics, and
enclitics. The headword is also given in IPA, a precise phonetic transcription
that includes word stress. For example, for each full form Arabic headword the

following fields are given:

Table 2: Phonological information

Data field Value Description
Unvocalized Josxe Unvocalized Arabic as it actually occurs
Vocalized APESS precise and full vocalization
Phonemic muhammadun | accurate phonemic transcription in CARS

system with vowel neutralization

Phonetic muhémmedun | phonetic transcription in IPA (or optionally
SAMPA ) with word stress

Transliterated muham~dN |orthographic transliteration in the

Buckwalter system

The phonemic and phonetic transcriptions provide precise information that is

useful for training speech technology systems, both TTS and ASR.

5.3 Morphological information
This includes the lemma, stem, proclitics (prefixes) and enclitics (suffixes) for

each full form headword, as shown below.
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Table 3: Morphological information

Data field Value Transcription
Full form LS5 walikatibikuma
Lemma C,‘;S katibun
Stem B Katib
Proclitic Js wali
Enclitic L/;fS ()kuma
Root ©-O-d k-t-b

The morphological information is useful for morphological analysis,

semantic

analysis, lemmatization, decliticization, verb conjugation, and dictionary lookup.

Thus AFULEX provides full support for morphological analysis, including such

operations as

Operation Vocalized Unvocalized
Full form ‘3511@5 L°59*-&¢J9
Lemmatization &155 uS
Segmentation L3§+3£§~’:+J+§ LS + oS0+ J + 9
Tokenization S + |5f&3 +d+ 9 LS +1ecSo+d + 3

Stemming

© -
‘5?. - <
b

b
. . -

Root extraction

5.4 Orthographical information

This includes the vocalized and unvocalized headwords as well as their

orthographic variants, as shown below.
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Table 4: Orthographical information

Data field Value Transcription
Vocalized headword C—‘-:’&”/‘ ‘alkatibun
Unvocalized headword %—J&JT ‘alkatibun
Unvocalized variant “——‘J&J” ‘alkatibun

The orthographical information is useful for word/entity recognition, word/entity

extraction, normalization, and dictionary lookup.

5.5 Orthographical disambiguation

A central issue in Arabic NLP applications, especially in speech technology, is
identifying which of the possible wordforms an Arabic string like Jolls
represents. This can represent six wordforms shown in the table below, each

with a different meaning and different morphological or syntactic function. We

will refer to this process as orthographical disambiguation.

Table 5: Orthographical disambiguation

IS)O ARAB.V ARAB_U ARAB.T |GENNUM |CASE PER DEF
N LB ebilslS|katibatuka |F P NOM |2SM d
N LS| eblslS|katibatuki  |F [P NOM |2SF d
N LS 2bilsS|katibatika |[F [P GEN |2SM d
N bllS|  eblolS|katibatki |F [P GEN |2SF d
N LW blsS|katibatka |[F - |P ACU |2SM d
N bS] blslS|katibatiki  |F (P ACU |2SF d
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The rich set of grammatical attributes shown above (and the morphological
attributes not shown) can help train the language model to correctly
disambiguate such ambiguous forms. That is, they provide the grammatical and
morphological context in which ¢lilslS can occur, helping determine the specific
correct wordform for that context, and thus the correct pronunciation. For

example, the attributes for éblISS show that it refers to plural female writers in

- - -

the definite state, who belong to second person singular feminine in the genitive
case, which helps to determine the correct pronunciation of katibatiki in training

speech technology models.

6. Conclusions
AFULEX is a comprehensive Arabic lexical database that provides a rich set of
grammatical, morphological and phonological features. It brings the following
benefits to NLP, especially speech technology and machine translation.
* Enhance the quality NLP applications, especially MT, speech technology
and morphological analysis.
* Full support for accurate morphological analysis, including stemming,
lemmatization, segmentation and tokenization.
*  Supplements corpora in training speech TTS and ARS systems/
* Improved accuracy of word and entity recognition and extraction.
*  Support for query processing in information retrieval applications.
*  Support for automatic conjugators for pedagogical and NLP applications.
* Part-of-speech analysis and POS tagging.

¢ Accurate determination of the root of each wordform.

In summary, AFULEX aims to serve as the ultimate resource for Arabic natural

language processing.
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APPENDIX 1: DATA FIELDS

Table 6: Data fields in Basic Edition

No Field Value Field Description

1 | IDENTIFIER 05373 unique ID for Arabic headword (full form) or
variant thereof

2 | SUBID 00 identifies variants of headword

3 | POS N part of speech code

ARAB_V LS:Q.:&E vocalized Arabic headword (full form)
ARAB_U LSSy |unvocalized Arabic headword (full form)

Arabic headword in phonemic transcription

6 | ARAB_T walikatibikuma | (full form) in CARS system (including vowel
neutralization)

7 | LEMMA_V C;glf lemma in vocalized Arabic

8 | LEMMA_U g,;slS lemma in unvocalized Arabic

9 | LEMMA_T katibun lemma in phonemic transcription in CARS

10 | GEN M gender code for stem:masculine

11 | NUM S number code for stem: singular

12 | CASE GEN cas.e.endlng code for nouns and adjectives:
genitive

13| PER 2DC person code for full form (ARABIC_V):
second person dual common gender

14 | DEF D Definite, indefinite or construct state

15| TYPE N/A code for verb conjugation (for verbs only)

16 | TENSE N/A code for verb tense (for verbs only)
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Table 7: Data fields in Deluxe Edition

No Field Value Field Description

17 | PROC_V Js prefix or proclitic in vocalized Arabic

18 | PROC_U Js prefix or proclitic in unvocalized Arabic

19 | PROC.T wall prefix or proclltlc in phonemic
transcription

20 | STEM_V 3 S stem in vocalized Arabic

21 | STEM_U S8 stem in unvocalized Arabic

22 | STEM_T katib stem in phonemic transcription in CARS

23 | ENC_V l;S suffix or enclitic in vocalized Arabic

24 | ENC_U LS suffix or enclitic in unvocalized Arabic

o suffix or enclitic in phonemic transcription

25 | ENC_T ikuma in CARS

26 | ROOT o-O-d the root of each headword

27 TRANSLIT | walikaAtibikumaA graphemic transliteration in the
Buckwalter system
phonetic transcription of full-form

28 | IPA welike: 'tibikume(') | headword in IPA, including word stress

and vowel neutralization
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APPENDIX 2: DATA SAMPLE

Below is a small subset of AFULEX for the noun Culi katibun, which contains a
total of about 5000 wordforms. The full sample can be found at
AFULEX_deluxe.txt.

Table 8: Sample for nouns (fields 3 to 9)

POS | ARAB.V | ARAB.U  ARAB.T | LEMMAV | LEMMA_U | LEMMA_T
N m&b LSSISU8 [falikatibikuma |56 3ls katibun
N 0a8B05 qsl503  falikatibihim  Cs k{Y katibun
N (54588 |04l falikatibihinna | 56 38 katibun
N Lagsl8 |LegslSUs falikatibihima |35 kY katibun
N W&Le legs8U8  falikatibihima | CsE s katibun
N Uulils o813 falikatibi h|\Y iy katibun
N oxUs ouslSUs  falikatibayni  CsE s katibun
N U»Lils oS0 falikatibayya s 3ls katibun
N LsBlE (Lol falikatibayka |C3B iy katibun
N elsBlE |elolSUs falikatibayki | CsB A\ katibun

Table 9: Sample for nouns (fields 10-16)

ARAB_V GEN |NUM | CASE |PER| DEF |TYPE| TENSE
LS5 88 M | S | GEN 20C d | - -
RNE M S | GEN |3PM| d - -
S40843 M S | GEN |3PF| d - -
(L gs808 M S | GEN 3DM d | - -
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Lasl8U3 M S | GEN |3DF| d - -
WNE M S | ACU 1SC| d | - -
o]t M D | GEN | 0 D - -
NE M D | GEN 1SC| d | - -
LIS M D | GEN 2SM| d - -
L3 88 M D | GEN |2SF| d - -

Table 10: Sample for nouns (fields 17-22)

ARAB_V | PROC_V | PROC_U |[PROC_T| STEM_V | STEM_U | STEM_T
LS E8 Js Js | fali <36 38 ka tib
I NE Js J3 fali h| Y S ka tib
545808 Js J3 fali <36 3l ka tib
PNWLINE Js J3 | fali s 3 ki tib
I NE Js J3 fali s S8 ka tib
BNE Js J3 fali h|\Y S8 ka tib
ReniieE Js Js fali s 38 ka tib
[NE Js J3 ali s 38 ka tib
LIS Js J3 | fali <38 315 | katib
LIS Js J3 | fali s 315 | katib
Table 11: Sample for nouns (fields 23-28)
ARABV | ENC.V | ENC_U | ENC_T | ROOT BW IPA
o, P N
Lqiélil/s L/AS LS ikima O B iihkaAtlblkuma
WINE S o ihim -~ | falikaAtibihimo
RYRINE O O | ihinna -G~ | falikaAtibihin~a
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FREIE ks Lajhima | om0 Wlikedtbihima
%&P L}.? Les | thima E;J‘CJ' . i&:hkaAtlblhlma
L“,jli}_?a S S| -~ | falikaAtibiy

o]t & O dyni -U-¢ | falikaAtibayoni
U:./sliJ/é G S | dyya - OG- | falikaAtibay~a
LIS & &l | ayka - O-d | falikaAtibayoka
L3 8U8 oY &l | ayki -U-¢ | falikaAtibayoki

\
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APPENDIX 3: TTS SURVEY RESULTS

Below are the results of a survey conducted by CJKI (our institute) to compare
the TTS systems of Google, Apple (iPhone) and Microsoft (Bing), showing high
error rates for all three. The Unvocalized field is the original Arabic text, the
Vocalized field indicates the correct pronunciation, and the CJKI field shows the
correct pronunciation in CARS phonemic transcription [5]. The CARS
transcriptions in these Google, iOS and Bing columns indicate the actual
pronunciation by the three TTS engines. Mispronunciations are indicated in red,

and the error rate is given in the column headers.

Table 12 and 14 are based on text composed for this survey, while tables 13
and 15 use a sentence extracted from the web. (It is noteworthy that the error
rate for the composed text is actually much lower than for the extracted text.)
Tables 12 and 13 compare the results on a word-by-word basis, whereas tables
14 and 15 compare them on a sentence-by-sentence basis, showing the
context. The fact that the error rate is sometimes over 80% is surprising and

unacceptable to users.

Table 12: Mispronounced Words in Composed Text

Google i0S Bing CJKI
Unvocalized | Vocalized
(13%) (31%) (25%) (0%)
dde 33 | g4dadu gadada gadada eaddada
S LSBT katibu Ikatibi lkatibu Ikatibu
Lo e ma ma ma ma
JB Js gala gala gala gala
Ol Ol ’inna ’inna ’inna ’inna
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—s
C3

BTN Y38 haulzi ha'uld’ ha'ul&i ha'ul&’
<=lSoJ| {Zlile Ihukkami Ihukkami Ihukkami lhukkama
4391&5:’, 2391‘:1;;, yafeallinahu yafeallinahu |yafeallinahu |yafealinahu

S S f fi fi fi
zoll ggl;ﬁ Ikhariji Ikharija Ikhariji Ikhariji
Jio Jze | mithi mithli mithli mithla
Oloscyll QALX%QT Ihajamiti Ihajamiti Ihajamati Ihajamati
MSJ&JQH i‘;ﬁﬁj@}ﬁ Pilikturuniyyati |lilikturuniyyati | Pilikturuniyyati | Pilikturuniyyati
63)&’-"9 §53LL-9°§ wamutaradati |wamutaridati |wamutaridati | wamutaradati
be_)lxo.” g/)yﬁ’g&iﬂ Imuearidina Imuearidina | Imuearidina Imuearidina
Q-j:i?'w| :}é.?iUT llajiTna llajiTna llajiTna llajiTna
P G| fi fi fi fi
e.obsz.” Q-{’BS/JT leawasimi leawasimi leawasimi leawasimi
dus y=J! gb-p-;-” Igharbiyyati  |Igharbiyyati |Igharbiyyati | Igharbiyyati
u-:-:-’“&uﬁ &:&:—/’@5 walilkatibina walilkatibayna | walilkatibayna |walilkatibina
OR C}-f mina mina mina mina
subonall 508500 ssahafiyina  ssahafiyina | ssahafiyina | ssahafiyina
&Jﬂ-” kf}&j‘i learabi learabi learabi learabi
ce éj-b sarraha saraha saraha sarraha
UL j‘-j bi'anna bi'anna bi’anna bi'anna
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gﬁ-e-;J-" ;0-@*]—3 calayhim calayhim ealayhim calayhim
OT /T ‘an ‘an ‘an ‘an
| 3*35:’, |§’,3§§ yaktubuwu yaktubuwu yaktubuwu yaktubuwu
L e ma ma ma ma
dde3 &5 | umalmi tamfihi tamfihi tumfihi
gﬁ-e{:l; Cﬁ-g-*l}— €alayhim €alayhim €alayhim €alayhim
G“b;’w {&.&’il,&é dam&@’iruhum |dama’irihim |dama’irihim  |dama’iruhum
Table 13: Mispronounced Words in Extracted Text
Google iOS Bing CJKI
Unvocalized | Vocalized
(80%) (90%) (70%) (0%)
Sy SI5EVT aiikhwat ‘alakhawati  |’aPakhawatu |’alakhawatu
C—‘L'?S}J-QJ‘ CAL'/?g:&ij Imutazawwijatu | Imutazawwijati |Imutazawwijati | Imutazawwijatu
SN u-giUl t lat lati lati
O:éj) :}9/3 rizqin rdzqin rdzqgin ruzigna
sLob s /fib; babina’un bibni bibn'i bi:abng’a
QM C)&B falayiktibna falktibna falktibna falyaktubna
gﬁ-ejLA-w‘ ;ﬁ-je-i’m/ ‘ism&’ahum sma’ihim sm&’ihim ’asma’ahum
w s Q:V:é wasdababa wasdababa wasdababa wasdababa
dod| MT lttasammihu  |lttasammithi  |lttasammithi | ttasmiyati
lgL’.’) |:L'/,>3 rajjd’an raja’ raja’ raja’an
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Table 14: Mispronounced Sentences in Composed Text

TTS

Sentence

Error %

Unvocalized

o ol u_e ws_lg.m L) eVgo o) JUS Lo LSS due
ﬁ:»olsxﬂ §U| Q.A_;o)lxdl oo)LEmg d_ug).SJSH ul_mz.e,.n
1985 & gwerJ& b o ol pubemall 5o 38Uy Ao 2l
p2rlkd ogale ddes

Vocalized

00 5

J._,ua tgl_p:.” -% cl.s%_{:v_aj él_i.'z” 5319;0 Q‘ JLS Lo k_,«.sl_i.” Sde
sm.olgsz” T g_up)Ul w-o;lsu.” 63)[.1::.2/ 2.;43).&)3” uLS_«;.@JI

Yoo

&;TGMO gre o] M@Lwoﬁlﬂ/ =]
parled peile 1S5

0%

CJKI

€addada lkatibu ma qala ’inna ha’uld’i lhukkama yafeallnahu fi
Ikhariji mithla Ihajamati lilikturuniyyati wamutaradati Imuearidina
llajiina fi lcawasimi Igharbiyyati. walilkatibina mina ssahafiyina
learabi sarraha bi’anna calayhim ’an yaktubuwu ma tumfihi
galayhim dam&’iruhum

0%

Google

cadadu Ikatibu ma qala ’inna ha’uld’i Ihukkami yafealinahu fi
Ikhariji mithli Ihajamati lilikturuniyyati wamutaradati Imuearidina
llajina fi lcawasimi Igharbiyyati. walilkatibina mina ssahafiyina
learabi sarraha bi’anna caldyhim *an yaktubuwu ma tumalfihi
€alayhim dam&’iruhum

13%

iOS

eadada Ikatibi ma gala ’inna ha’uld’i Ihukkami yafealGnahu fi
Ikharija mithli Ihajamati ilikturuniyyati wamutaridati Imuearidina
llajiTna fi lcawasimi Igharbiyyati. walilkatibayna mina ssahafiyina
learabi saraha bi’anna €alayhim *an yaktubuwu ma tamlihi ealayhim
dama’irihim

31%

Bing

eadada Ikatibu ma qala ’inna ha’'ul@’i Inukkami afeallGnahu fi Ikhariji
mithli lhajamati lilikturuniyyati wamutaridati Imuearidina llajiina fi
leawasimi Igharbiyyati. walilkatibayna mina ssahafiyina learabi
saraha bi’anna galayhim "an yaktubuwu ma tamlihi ealayhim
dama’irihim

25%

Table 15: Mispronounced Sentences in Extracted Text

TTS

Sentence

Error %

Unvocalized

w9 G.e.)lA_wl O—Sdd Lol 3-8) u_aSUI Olegiyiall GlgsY)
|;l9) d.m.wu..”

Vocalized

T o

Co a5 ol l 588 8L 5855 ol

~ Eor
3

S /u - r-) i _
ELs555T &1saNi

0%
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"al’akhawatu Imutazawwijatu llati ruzigna bi‘abna’a falyaktubna

CJKI - . . 09
J ’asma@’ahum wasababa ttasmiyati raja’an %
“alikhwatu Imutazawwijatu Iti rizgin babind’un falayiktibna
Google = j — . 80%
isma’ahum wasababa Ittasammihu rajja’an
) “alakhawati Imutazawwijati llati rizqin bibn&’i falktibna sma’ihim
iOS , I 90%
wasababa lttasammihi raja
. "alakhawatu Imutazawwijati llati rizqgin bibn&’i falktibna sma’ihim
Bing 70%

wasababa lttasammihi raj&’
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